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Abstract 
Abstract: Short Message Service (SMS) text messaging is a ubiquitous technology available on the vast majority 
of cellphones in use in 2013. It provides a common technological denominator between mobile devices of nearly 
every make and model, supplying researchers an avenue to collect data without the expense and difficulty of 
designing specific applications for every cellphone or device on the market. SMS/text messaging was used as a 
method of data collection using a sample of students from a large, Midwestern university. The procedure adapted 
conventional time use measurement procedures to fit the device, the sample, and the behavior of interest. After 
answering questions on a brief Web survey, respondents were asked to text researchers for five days, updating 
major changes in their activities. Following data collection, data from the text condition was compared to that 
from a conventional (Web) survey and data from a reverse record check from campus recreation facilities to 
validate reports of the behavior of interest – physical exercise and activity. Findings suggest that respondents 
provided consistently high quality data on self-reports of the behaviors of interest. Moreover, paradata measures 
of text data quality (e.g., number of text messages sent, number of days with messages) predict data quality on 
the behavior of interest. 
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1 Introduction 

Short Message Service (SMS) text messaging is widely and frequently used by young adults.  
In a recent study by researchers at Ball State University, 99 percent of students reported hav-
ing a cellphone, and virtually all of these students (97 percent) reported sending and receiving 
text messages (Ball State University, 2009). Many of these young adults text prodigiously. A 
recent study by the Pew Research Center estimated that young adults send an average of 
109.5 texts a day.1 Moreover, the heaviest users of texting prefer text to talk. Over half (55 
percent) of adults sending or receiving more than fifty text messages a day prefer a text mes-
sage to a phone call.2  

More than just the ubiquity and utilization of the technology makes it of interest to social sci-
entists in search of data collection opportunities (Schober et al., 2013). Perhaps even more 
important is the manner of its use. In conjunction with other more recent, web-based social 
networking technologies and applications (e.g., Instant Messaging [IM], Facebook, Twitter, 
Foursquare, Google+), texting is used to report current activities and locations to others. All 
of these technological tools provide researchers with new opportunities for data collection, as 
well as data mining, to address a wide variety of social science concerns. 

However, SMS provides researchers a data collection opportunity not shared by its more re-
cent competitors. SMS is a ubiquitous technology available on nearly all cellphones in use 
today. It does not require state-of-the-art technology or cutting edge consumer electronics 
(e.g., a smartphone running the latest version of Google’s Android or Apple’s iOS) nor does it 
require additional software development or any intermediary Web-based application (e.g., a 
Twitter client, a Facebook app, Whatsapp or an IM client, or a custom software application) 
for data collection (Raento, Oulasvirta, & Eagle, 2009). Rather, SMS/text messaging provides 
a common technological denominator between smartphones and basic cellphones of nearly 
every make and model, supplying researchers an avenue for data collection without the ex-
pense and difficulty of designing specific applications for every cellphone on the market.  

Beyond its ubiquity, three other reasons underline the benefits of using SMS, rather than a 
downloadable software application. First, requiring survey respondents to download an appli-
cation to participate generates respondent apprehension and can negatively affect response 
rates (Walton, Buskirk, & Wells 2013). Second, texting provides a perception of privacy and 
confidentiality unavailable (or not easily available) with Web 2.0-based social networking 

                                                 
1  The same study put the median number of texts per day at about 50. The difference between the mean and 

median shows that the distribution is highly positively skewed, suggesting the presence of some very ex-
traordinary texting outliers. 

2  Notably, this survey was conducted, via voice, to landline and cell numbers. The response rate for the cell 
sample was 11.5 percent, two points less than that for the landline sample.  
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applications.3 Other current messaging applications (e.g., Twitter, Facebook, Foursquare) are 
a one-to-many communication technology by their very nature. Typical use of these services 
involves sending a report on one’s current activity, location, or state of mind for multiple (or 
all) other users of the service to see. This default, rightfully (and hopefully) leads to a selec-
tion bias of what is shared and what is not (see Patchin & Hinduja, 2010). Thirdly, and relat-
edly, are additional privacy concerns involving ownership of the data and the potential for 
inadvertently sharing information with a larger audience of users than intended. Texting, 
however, is inherently a one-to-one communication channel, lending itself more naturally to a 
data collection procedure in which a confidentiality assurance can be implemented. 

However, for all of its benefits, text messaging as a data collection mode has drawbacks. In 
the US, cellphone and smartphone users pay either a monthly fee or per text for incoming and 
outgoing messages. These fees are in addition to monthly charges for voice and data, and may 
potentially lower participation. SMS also presents an obstacle to the conventional standard-
ized question and response scale paradigm (see Fowler & Mangione, 1990). Certainly, stand-
ardized questions and response options could be (and have been) sent by way of SMS to the 
respondent with instructions for the respondent to select an answer to and respond with the 
numerical code reflecting their answer back to the researcher. However, texting is, by the na-
ture of the medium, idiomatic. Unlike a Web survey with checkboxes or radio buttons, con-
sistency checks and forced response, there is nothing to prevent the SMS/text respondent from 
answering how s/he sees fit, regardless of the standardized options. While respondents could 
potentially be trained to respond with a number associated with a response option, changing 
the expressive nature of the text message to force it into the standardized questionnaire para-
digm fails to capture the strength of the method.4 

Many SMS-based data collection procedures previously used, even those labeled “diaries,” 
have been somewhat more akin to the Experience Sampling Method (ESM) or conventional 
survey data collection. For example, in an “SMS Pain Diary” Alfvén (2010) asked respond-
ents to reply to six messages a day using a prearranged coding scheme to report intensity, du-
ration, and results of pain. Similarly, Anhøj and Møldrup (2004) used SMS to send a series of 
yes or no questions measuring the occurrence of asthma symptoms and use of medication to 
respondents at preselected times during the day.   

In these examples and other extant work, researchers fail to leverage the strengths of using 
SMS for diary data collection. The idiomatic nature of SMS is a strength of the time diary 
method of data collection. The strength of chronologically based data collection procedures, 
like time diaries, is in their ability to avoid the measurement bias that plagues direct survey 

                                                 
3  This is not to say that the transmission of text messages is perfectly confidential. However, texters view 

their phones as private devices and believe that there is a “widely accepted, unwritten rule” about the confi-
dentiality of text messages (Häkkilä & Chatfield, 2005). 

4  Verbatim responses are not without their own problems, of course. Each message requires coding; an ex-
pensive and time-consuming proposition.  Moreover, the nature of text messaging is miserly with time and 
effort, with a focus on abbreviation.  Many of the abbreviations used in texting are now well known and do 
not necessarily present coding problems, although idiosyncratic abbreviations or acronyms may. 
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questions on normative behaviors (Bolger, Davis, & Rafaeli, 2003). Like other normative 
behaviors, physical exercise is widely understood to be overreported in surveys using conven-
tional direct questions (Ainsworth, Jacobs, & Leon, 1992; Chase & Godbey, 1983; Klesges, 
1990). Verbatim responses to open-ended questions (i.e., “What did you do next?”) allow 
researchers to avoid direct questions about specific behaviors of interest (i.e., “Did you go to 
the gym?”) (Robinson, 1985, 1999; Stinson, 1999), thereby avoiding prompting self-reflection 
on the part of the respondent, and yielding less biased and higher quality data on many nor-
mative behaviors (Bolger et al. 2003; Niemi 1993; Zuzanek & Smale, 1999.) 

Like all data collection procedures, chronologically based data collection procedures also 
have weaknesses, two of which are pertinent to this conversation. First, respondents may fail 
to report activities of very brief duration that happen frequently during the day. For example, 
trips down the hall to use the restroom or to the water fountain are likely to be omitted as re-
spondents tend to focus on longer activities (e.g., those that last for hours rather than minutes 
and the sorts of activities around which the day is planned. Therefore, the focal activities of 
such a data collection procedure should be these sorts of major activities.5  

A second main weakness of chronologically based data collection procedures is primarily 
related to the heavy burden they place on respondents. This burden can result in high rates of 
nonresponse — either through refusals to participate that yield increased unit nonresponse or 
incomplete participation as respondents quit the study or choose to participate intermittently, 
resulting in partial interviews and item nonresponse.6 In order to reduce the burden of the data 
collection process, diaries can be, either by the researcher’s design or by the unilateral deci-
sion of the respondent, filled out at the end of the day or at the end of the reference period.  
However, shifting the timing of diary completion away from the time of occurrence of indi-
vidual activities can result in poorer data quality as respondents may introduce errors into the 
data collection procedure, like forgetting to include events or attributing them to incorrect 
times.   

Notably, the SMS procedure may not relieve respondent burden; rather, it may lead to in-
creased time spent on the data collection task, although this time may be more equally distrib-
uted throughout the diary day. However, the SMS procedure does offer some promise as it 
incorporates features that address these weaknesses and may lead to higher quality data. First, 
respondents can be asked to report on attitudes or behaviors in situ and as they occur. This 
application of a real-time data collection procedure may help to reduce forgetting and other 
memory problems. Second, the procedure may overcome another problem with retrospective 
reporting – editing and judging. Without the time to reflect and put activities and feelings in 
context, an SMS-based reporting procedure may be able to avoid much of the social desirabil-
ity effect and other sources of bias inherent to standardized survey questions. While perhaps 

                                                 
5  Notably, ESM would also likely fail to adequately measure activities that are very brief in duration. 
6  The AAPOR Standard Definitions and other nonresponse terminology, while still very useful, fit somewhat 

awkwardly in the case of time use data collection.  For example, there are not “items,” per se, to be skipped, 
although certainly skipping parts of the data collection process yields a similar outcome. 
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not true for all behaviors and activities, especially contranormative, illegal, or embarrassing 
activities (e.g., illicit drug use or sexual activity), or those of high frequency and brief dura-
tion (e.g., using the restroom or getting a drink of water), this procedure should allow a more 
accurate measurement of the normative activities that are often overreported and that could be 
considered major activities in a day’s schedule (e.g., going to religious services, volunteering, 
or exercising). 

Third, using a technology that some hard-to-survey populations (e.g., young adults) find rele-
vant to their daily lives may yield a more representative achieved sample. Commonly used 
sampling designs, like random digit dialing, typically produce sampling frames that yield un-
dercoverage of the young adult population (Blumberg & Luke 2007; Currivan, Roe, & Stock-
dale, 2008). Making matters even worse, conventional survey modes commonly result in high 
rates of nonresponse amongst sampled individuals in this age group (Groves & Couper, 
1998). Combined with an appropriate sampling design, this adoption and adaptation of a 
technology used frequently by young adults may provide an additional level of interest to lev-
erage their participation (Groves, Singer, & Corning, 2000). In sum, using texting in a manner 
similar to other diary-like Web-based applications (i.e., Facebook and Twitter) may encour-
age the participation of young adults, garnering higher rates of cooperation than more conven-
tional data collection methods. 

While not a panacea, an SMS-based chronological data collection procedure does offer some 
promise in reducing these forms of error. However, the promise of this procedure strongly 
depends on three important considerations. First, the target population must be one that fits 
well with the method (e.g., a population with a high rate of ownership and use of cell- or 
smartphones, preferably with unlimited texting plans, like young adults).7 Second, the sam-
pling frame should either contain cellphone numbers or be readily switchable between a re-
cruitment mode (e.g., Web/email, landline phone, mail) to a cellphone number for data collec-
tion. Given the requirements of the first point, Web/email would be the obvious choice.  
Third, the research problem or question must be one that fits the method well (e.g., an interest 
in major activities, rather than very frequent but short-duration activities). 

The current project matches these requirements well. This technology was used to obtain re-
ports from a sample of university undergraduates regarding their daily activities. The research 
was focused specifically on the validity of measurement of physical exercise although this 
emphasis was not disclosed to respondents. Since this is one of the first attempts to implement 
this method in a rigorous research project, it is useful to examine these data to determine how 
well the method worked, the quality of the data it produced, and what can be done to improve 
each. To this end, a series of paradata indictors will be used to predict the observed criterion 
validity of the focal behavior, physical exercise at university recreational sports facilities. 

                                                 
7  If used in a more general population, adequate funding must be available to purchase text-enabled cell-

phones for respondents, and/or reimburse them for the cost of the text messages, and provide training for 
their use. 
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2 Data and methods 

A random sample of 325 undergraduates, stratified by gender and year in school, from a large, 
Midwestern university were sent an email invitation to participate in the “[University Initials] 
Student Daily Life Survey” in March and April 2011. The invitation was sent to the student’s 
university email address and included a link to a Web survey. An email reminder to complete 
the survey was sent three days after the initial invitation, and a final reminder was sent five 
days after the first reminder email. 

The Web survey was comprised of approximately twenty questions about usage of university 
facilities. While the true purpose of the study was to measure use of university recreation fa-
cilities, questions about type and frequency of use of campus libraries, the student union, and 
other facilities were also asked to mask the focus of the study. Respondents were asked about 
their “typical” use of recreational facilities on campus and their “usual” activities at these fa-
cilities (e.g., weightlifting, swimming, aerobics, and cross-training). Respondents received ten 
dollars upon completion of the Web survey. 124 respondents completed the Web question-
naire yielding a response rate of 38 percent.8  

The final question of the Web survey was a request to participate in the SMS data collection 
procedure. Respondents were told that participation in this part of the project entailed sending 
text messages to the research team reporting all changes in their major activities for a period 
of five days. In acknowledgment of their participation, respondents were told that they would 
receive an additional thirty dollars at the conclusion of their participation. If the respondent 
was amenable to participating, s/he was asked to enter his or her cellphone number. 87 per-
cent (108 of 124) of the respondents who completed the Web survey agreed to continue into 
the text component of the study. 

Respondents were emailed a two-page participant guide, detailing how and what to report.  
The first page described the purpose of the study, the tasks required of the respondent, an ex-
ample of a full day of nine text messages, and instructions on how to text updates to the re-
search staff. Respondents were asked to report all changes in their major daily activities and 
where they were taking place. The second page of the document was a FAQ list, including 
instructions on how to report late activities and whom to call or email with questions or con-
cerns.   

Respondents were assigned to one of five five-day field periods. Cohorts of text respondents 
were distributed over a two-week period to ensure coverage of both weekday and weekend 
days. Respondents were reminded multiple times each day to send messages updating their 
activities. These reminders were more frequent on the first day of their participation (four 
times, at 10:00 AM, 1:00 PM, 5:00 PM, and 8:00 PM) and less frequent on the final days of 
participation (two reminders, at 10:00 AM and 8:00 PM). 81 percent (87 of 108) of the re-

                                                 
8  All response rates are computed as AAPOR RR 5, as there are no ineligible cases or cases of unknown 

eligibility. 
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spondents who agreed to participate in the text condition sent at least one text during the field 
period. 

At the completion of the texting component of the study, each respondent was asked for his or 
her student identification number so that study staff could request records on each respond-
ent’s use of campus recreation facilities. These records are the product of the scanning of stu-
dents’ identification cards upon admission to the facilities. This process records the student’s 
identification number and the time and day of admittance to the facility. 77 percent (67 of 87) 
of the respondents who completed the text condition permitted access to their record data, 
yielding final effective response rates of 27 percent for all texters and 20 percent for respond-
ents allowing access to verification data. 

2.1 Measures 

Six paradata measures of data quality were observed and will be used as independent varia-
bles in the following analyses: (1) the total number of text messages sent, (2) the number of 
days the respondent sent messages, (3) the percent of messages sent late, (4) the number of 
days the respondent skipped, (5) the percent of reports that are temporally proximal to a re-
minder text, and (6) the number of messages that are repeats of prior messages.  Two outcome 
variables will be used in the following analyses: (1) the validity (whether overreported or un-
derreported) of the respondent’s claim of the number of days s/he exercised at University fa-
cilities, and (2) an indicator of respondent compliance with the record check procedure. Each 
of these will be described in greater detail. 

Total number of messages. The number of messages sent is clearly an indicator of data quali-
ty. The fewer messages sent by the respondent, the more likely activity has not been reported 
and the more poorly the corpus of the respondent’s messages will represent his or her activi-
ty.9 For example, unless the entire day was spent ill in bed, it is unlikely that one message 
could capture a respondent’s daily activity. Respondents sent a total of 1904 messages, rang-
ing from 2 to 59 messages per respondent (omitting the respondents who agreed to participate 
in the texting component of the study but did not send a text). Respondents averaged 22 mes-
sages (s.d. = 10.8) during their assigned field period of five days.10  

Number of messaging days. Respondents were assigned to one of five five-day reporting pe-
riods to distribute reporting across the seven days of the week. On average, respondents sub-
mitted messages for 5.1 days (s.d. = 1.1), ranging from 2 to 8 days. Most respondents  
(81 percent) reported activities for at least five days. As this suggests, a number of respond-
ents (31, or 36 percent) reported activities for more than the requested 5 days, while 19 re-
spondents (22 percent) reported on fewer than five days. Failing to send updates for a given 

                                                 
9  Clearly, this will vary by day of the week. Weekdays tended to have more activity than weekend days, es-

pecially Sunday, which elicited the fewest number of messages. 
10  In determining date received, messages received after midnight that reported an activity at the end of the 

day, typically “going to bed,” were coded as received the previous day. 
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day yields missing data, which may contribute error to estimates.  Therefore, sending messag-
es on fewer than the five days assigned likely negatively affects data quality.  

Percentage of late messages. Sending late messages may be caused by (or at least associated 
with) a respondent’s lack of task conscientiousness. As such, having many late messages 
could be an indicator of missing data or other data quality issues. Late messages were those 
flagged by the respondent as reporting on activities occurring prior to the sending of the mes-
sage. Knowing that respondents would likely forget to report some changes at the time they 
occurred, respondents were advised that, if necessary, they could report activities late by in-
cluding a flag (the word “TIME” in all capital letters) and the time of the activity in the re-
port. Respondents averaged five late reports during the field period, ranging from zero to 80 
percent of their messages. Approximately 21 percent of reports were sent late (s.d = .23), and 
more than half (57 percent) of the respondents reported late one or more times. As can be seen 
from the range, some participants provided many late reports. Thirteen participants, 15 per-
cent, texted more than half of their reports after-the-fact. 

Number of skipped days. The integrity and validity of these data depends on every participant 
reporting each day during their assigned field period. Therefore, skipping days may yield 
missing data and contribute to poor data quality. Skipped days are not just a mathematical 
function of the number of messaging days and the number of days in the reference period.  
Some respondents who skipped a day in the middle of their assigned reference period contin-
ued to report after their assigned field period had ended, perhaps in an attempt to make up for 
the missed day. About 30 percent (26 respondents) skipped one or more days. The average 
number of skipped days was greater than a third of a day (0.40) per respondent, ranging from 
zero to three skipped days. Sundays were especially likely to be skipped; almost two-thirds of 
the respondents with skipped days (16 respondents) resulted from a failure to report activities 
for an assigned Sunday. Since the sample was drawn from an undergraduate student popula-
tion and many of the provided examples were student-related activities, respondents may have 
felt it was unnecessary to report Sunday leisure activities.  

Percentage of messages proximate to reminders. Another way to measure data quality is to 
evaluate responses by their proximity to reminder messages. There is no reason to believe that 
students would be engaging in new activities in any kind of systematic way at 10am, 1pm, 
5pm and 8pm, and only at these times. Therefore, a high rate of messages proximate to these 
reminder messages suggests that the respondent may only be reporting activity changes in 
reaction to these prompts, therefore resulting in unreported events that occur at other times of 
the day. This would yield missing data and possibly result in poor data quality. The average 
rate of messages sent proximate to a reminder was about 19 percent (s.d. = .15), where “prox-
imate” is defined as within thirty minutes following a reminder message. The observed range 
of proximity is very large, with minimum and maximum values matching theoretical limits: 
some respondents sent all of their messages just after a reminder, whereas other respondents 
did not send any messages proximate to a reminder. 
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Number of repeated messages. A careful reading of the corpus of messages indicated a small 
number of cases where the same message was sent twice within a few minutes. A message 
was considered repeated if two texts reporting the same activity were sent on the same day 
within 10 minutes of each other. Typically, the activity was reported twice (e.g., “Going to 
Target.”)  As a potential result of respondent carelessness, we include it here as a potential 
indicator of poor data quality. In two cases, the second message expanded the information 
contained in the first (e.g., “Going to the grocery store.” “The one in [building name].”).   
These later cases were edited into a single message in the analytical dataset. 

Validity of the report of exercise. The first outcome measure, the validity of the reporting on 
exercise activity, was computed as the difference between the reverse record check and the 
self-report from the respondent. Reported changes in respondents’ major activities were coded 
for exercise activities and, more specifically, for those that occurred at campus recreational 
sports facilities. Each day with a report of exercise at a campus recreational sports facility was 
coded as 1, 0 otherwise. This variable was then summed over the days of the reference period. 

Each day during the reference period with record of admittance to a campus recreational 
sports facility was coded as 1,0 otherwise. This procedure yielded a series of variables, one 
for each day, each coded for the presence or absence of an admittance. These were summed to 
reflect the number of days during the reference period that the respondent used campus recre-
ational sports facilities.   

The difference between the self-report and the record variable provided an estimate of the 
validity of the self-report of exercise. This procedure resulted in a three-category nominal 
variable: (0) valid reporters, (+1) overreporters, and (-1) underreporters. Due to small cell 
sizes, the latter two categories are collapsed in some analyses creating a dichotomous variable 
for comparison of accurate and inaccurate reports. Notably, these data appear to be of very 
high quality. About 80 percent of respondents reported accurately, their claims verified by the 
reverse record check. The remainder of cases was equally split between over- and underre-
porting suggesting that measurement error was random rather than systematic. 

Compliance with record access. Finally, comparisons will be made with respondents for 
whom these validity data are available and those for whom these data are not available (i.e., 
those respondents who did not allow access to the record data). It is possible that respondents 
who disallowed access to their gym facility use records differ in a systematic way in their data 
quality from compliant respondents who allow access to these records.  This analysis address-
es this possibility. 

2.2 Analysis plan 

Two methods were used to examine the quality of these data and the value of the paradata 
indicators as predictors of the criterion validity of the measure of the focal behavior – physi-
cal exercise. The first method applied a cluster analysis to the full dataset (all text respond-
ents, with or without validation data) to generate a typology of respondents in terms of the 
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paradata indicators of data quality. A k-means cluster analysis was estimated using a set of 
paradata variables from the text respondents, including number of days the respondent sent 
text messages, the total number of messages sent, the number of days the respondent skipped, 
and the number of late messages sent. These clusters were then compared using two outcomes 
computed from the validation procedure: (1) rate of inaccurate reporting, and (2) and rates of 
compliance for the reverse record check. Comparisons use Fisher’s exact text and Cohen’s d 
to assess statistical and substantive significance of the predictive value of the paradata indica-
tors as a whole on data quality. 

The second analysis uses logistic regression to predict the propensity of respondents to over- 
or underreport, given these paradata indicators of data quality. This analysis expands on the 
previous comparisons in two ways. First, it assesses individual paradata indicators of data 
quality given the criterion measure, discerning those that have predictive validity from those 
that do not. Second, this analysis permits separate prediction of both overreporting and un-
derreporting, allowing for a more nuanced understanding of the nature of the error in the self-
report of exercise and the effect of the paradata determinants of data quality in the assessment 
of validity. 

3 Results 

Subjective assessment of the results of the cluster analysis suggests that the most parsimoni-
ous model allows four clusters of respondents to emerge (see Table 1). For purposes of 
presentation, these clusters have been given descriptive names: (1) Prodigious texters, (2) 
Frequent texters, (3) Occasional texters, and (4) Infrequent texters. 

The Prodigious texters of the first cluster comprised less than ten percent of the achieved 
sample (8 of 87 respondents). Respondents in this cluster sent an average of 44 messages dur-
ing the reference period, yielding over eight messages a day on average, with no skipped 
days.  About thirty percent of their messages were late and about 14 percent of their messages 
were sent shortly after reminder texts. 

The second cluster, Frequent texters, comprised over a third of the achieved sample (31 of 87 
respondents). The main difference between the Prodigious and Frequent texters was the num-
ber of messages sent: Frequent texters sent about a third fewer messages than the Prodigious 
texters. The respondents in this cluster sent about 28 messages during the reference period, 
yielding over five messages a day on average, skipping very few days. Very similar to the 
Prodigious texters, Frequent texters’ messages were late about a quarter of the time and they 
sent about 15 percent of their messages shortly after reminder texts. 

Occasional texters comprised the largest cluster of respondents at nearly 40 percent of the 
achieved sample (34 of 87 respondents). Occasional texters sent almost half the number of 
messages than the Frequent texters (approximately 17 messages during the reference period.)  
The Occasional texters also skipped about a third of a day on average, yielding fewer than 3.5 
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messages a day. About 22 percent of their messages were sent late and nearly 20 percent were 
sent shortly after reminder texts. 

Table 1 
Mean numbers, rates of key independent variables, by cluster 

 
Number of 

Mean  
number of 

Mean percentage 
of messages % 

Clusters Respondents Messages Days Skips Repeats Late 
After 

reminder 

Prodigious 8 44 6.3 0 0.75 31 14 

Frequent 31 28 5.5 0.13 0.19 25 15 

Occasional 34 17 5.1 0.38 0.09 22 19 

Infrequent 14 7 3.7 1.29 0 4 32 

Source: Student Daily Life Survey 2011, own calculations. 

The final cluster, Infrequent texters, comprised about a sixth of the achieved sample (14 of 87 
respondents). The respondents in this cluster sent only about seven messages during their en-
tire reference period, averaging just over one message a day. These respondents shortened the 
intended reference period by over a day, skipping 1.3 days on average. Infrequent texters, 
however, sent very few late messages (about three percent). This rate of timeliness is not sur-
prising given how few messages Infrequent texters sent. Moreover, of those messages, almost 
a third were sent within thirty minutes of a reminder text. 

How do these clusters of respondents, generated using the indicators of data quality from the 
texting paradata, compare given the outcome of the validation procedure? First, consider the 
distribution of the 20 respondents who did not allow access to their recreational sport facilities 
admission records. These respondents were evenly distributed across categories: ten were in 
the top two categories of better respondents and the other ten were in the bottom two catego-
ries of poorer respondents. Thus, the respondent’s decision to grant access to their record data 
is not associated with the quality of the respondent’s texting performance. 

The more important question is whether these clusters based on paradata have predictive va-
lidity. Table 2 compares respondents in these clusters by the outcome of the validation proce-
dure. While cell sizes are small, there appear to be a number of important differences emerg-
ing.  First, the rates of invalid responses (i.e., under- and overreports) appear to be higher for 
the Occasional and Infrequent texters. Ten percent of respondents in the Prodigious and Fre-
quent clusters inaccurately report their exercise, but nearly 30 percent of the Occasional and 
Infrequent texters inaccurately report. While the raw between-group difference is quite large 
(∆=20 percentage points; Cohen’s d = 0.47), the small effective sample size (N=67) leads it to 
be just outside of conventional levels of statistical significance using either Fisher’s exact test 
(p = 0.058) or Chi-square (p = 0.064). 
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Table 2 
Validation of exercise reports, by cluster 

 Result of the validation procedure 

 Valid Not valid Total 

Clusters N % N % N 

Prodigious 5 83 1 17 6 

Frequent 21 91 2 9 23 

Top two 26 90 3 10 29 

Occasional 19 70 8 30 27 

Infrequent 8 73 3 27 11 

Bottom two 27 71 11 29 38 

Source: Student Daily Life Survey 2011, own calculations. 

More direct tests of these potential indicators of data quality can be undertaken to predict the 
validity of the exercise measure. These tests will allow us to see which of these paradata indi-
cators of data quality have the most purchase in explaining the quality of the exercise data.  In 
addition, these tests will allow the error in the exercise measure to be separated into its two 
components: overreporting and underreporting (Table 3).   

Table 3 
Bivariate logistic regression coefficients from  

models predicting underreporting and overreporting 

 Underreporting Overreporting 

 Coeff. s.e. p Coeff. s.e. p 

Number of messages -0.080 0.047 + -0.007 0.037  

Number of days -0.716 0.369 + -0.038 0.387  

Number of message per day -0.459 0.258 +    

Number of skips  0.622 0.469   0.123 0.548  

Percentage late -2.940 2.420  -2.193 2.231  

Number of repeats -0.387 1.002  -0.387 1.002  

Percentage reminder  2.914 2.005  1.494 2.115  

Note: +p < .10; N = 67  
Source: Student Daily Life Survey 2011, own calculations. 

Logistic regression models were estimated predicting overreporting and underreporting using 
each of the indicators of data quality: number of messages, number of days with messages, 
number of skipped days, number of repeated messages, and percentages of late messages and 
messages sent following a reminder. Results show an important difference between the two 
forms of error. While none of these indicators predict overreporting in bivariate models, two 
bivariate models approach conventional levels of statistical significance when predicting un-
derreporting.  Both the number of messages sent (β = -0.08; p = 0.09) and the number of days 
with messages (β = -0.72; p = 0.052) predict underreporting, although the p-value of these 
tests is just outside conventional levels of statistical significance. As would be expected, these 
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relationships are negative; each additional message sent yields a reduction in the odds of un-
derreporting by eight percent. Moreover, each additional day of messaging leads to a reduc-
tion in the odds of underreporting by 50 percent. 

Since these two indictors of data quality are highly correlated (r = 0.7), including them both in 
a multivariate model results in multicollinearity. Therefore, a new variable, average number 
of messages per day, was computed as the dividend of these two indicators. A similar finding 
emerged when underreporting was regressed on this new variable. Every unit increase in the 
average rate of messages per day reduces the odds of underreporting by about a third (β = -
.46; p = 0.07). This finding, like those from previous models, is of marginal statistical signifi-
cance, but suggests that the number of messages and the number of messaging days may be 
predictive of the validity of key measures. 

4 Discussion 

Clearly, the most important paradata indicators in predicting data quality are (1) the number 
of messages and (2) the number of days with messages. These two indicators vary a great deal 
from the best cluster of respondents (44 messages over all five field days) to the worst cluster 
of respondents (7 messages with 1.3 field days missed). The distinction between the best and 
the worst clusters of respondents is stark – a 20 percentage point difference in the validity of 
their responses.  Moreover logistic regression modeling supports this finding.  Both the num-
ber of messages and the number of messaging days predict data quality – the more of each, 
the less likely the respondent is to underreport their exercise. 

The strength of the paradata indicators of data quality in predicting only one of the two forms 
of error in the exercise measure may be explained by understanding the nature of these two 
forms.  Overreporting is an error of commission; the respondent has made a claim that cannot 
be verified.  The inability of the indicators of data quality to predict overreporting is under-
standable as the method is more prone to errors of omission than commission. In contrast, 
underreporting is an error of omission. The most likely cause of this error is missing data gen-
erated by nonresponse (i.e., failure to send updates). This could take a couple of guises, like 
forgetting or intentionally failing to report on an activity, choosing to end participation in the 
study early, or skipping days in the middle of the reference period.   

Surprisingly, this last type of nonresponse – skipped reporting days – does not increase one’s 
likelihood to underreport. This may be due to a problem with nonresponse, typified by many 
students’ Sunday reports. A number of respondents reported very few Sunday activities, tex-
ting only a message like “staying in today” or “at home studying.” It is possible that other 
respondents with a similar level and type of activity failed to report days in which they did not 
venture out from home. If this is the nature of a skipped reporting day, it is clear why this in-
dicator of data quality would not predict underreporting of exercise at a campus recreation 
facility. In future applications of this method, researchers must more clearly and carefully 
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specify which types of activities should be reported and emphasize reporting on each day in-
cluded in the reporting period.  

Surprising, at least initially, is the comparability of the rate of late messaging in the two clus-
ters of more conscientious respondents (Prodigious and Frequent texters) with the somewhat 
less conscientious respondents in the Occasional texter cluster. This, in combination with its 
weakness as a predictor in the logistic regression models, suggests that lateness, in and of it-
self, is likely not a good indicator of data quality. Rather, it may be an inevitable result of this 
sort of in situ data collection procedure. The rate of lateness, and the lack of an effect of late-
ness on data quality, suggests that respondents should be told that, while not ideal, sending 
late messages is understandable and a process should be created to allow respondents to send 
researchers late reports of their activities, such as that which was provided. 

But can lateness be combated with well-timed reminder messages to prompt respondents to 
update researchers on their recent activities? Compare the findings on lateness with those on 
the percentage of messages sent after a reminder. In the two clusters of more conscientious 
respondents (Prodigious and Frequent texters), this rate is between 14 and 15 percent. This 
rate increases to 19 percent for the Occasional texters, and to 32 percent for the Infrequent 
texters. This suggests that poorer respondents are either less likely to remember the task of 
reporting or more likely to wait for a reminder whereas better respondents are more proactive 
in reporting their activities (Brenner & DeLamater, 2013). Nevertheless, the difference be-
tween the top three categories is not large.  Further research on the role of reminders may help 
to clarify their role in data quality; that is, do reminders prompt otherwise good respondents to 
improve the quality of their data, or do they spur poor respondents to give only a barebones 
effort? 

Perhaps the largest single problem with this particular study is the low response rate.  In order 
to meet the requirements of the human subjects review board, the design of the study required 
multiple requests for participation from respondents, creating multiple opportunities for re-
spondents to decide to discontinue their participation. These include (1) the initial request for 
participation, (2) the request for the respondent’s cellphone number, (3) the instruction to 
begin the text component of the study, and (4) the request for the respondent’s student identi-
fication number for the collection of validation data. With each subsequent request, some 
sample members inevitably failed to continue participation. In spite of the low response rate, 
additional analyses do not suggest that unit nonresponse has biased estimates (results not 
shown).  For example, the rate of compliance for the reverse record check does not differ be-
tween clusters; 79 percent of the Occasional and Infrequent respondents allowed access to 
their records compared to 75 percent of the Frequent and Prodigious texters. Future research 
should attempt to combine these requests or better link each step to the payment of incentives. 

Relatedly, the second most important problem is the relatively small sample size, exacerbated 
by the low response rate, which limits the analyses that can be pursued and leads to a lack of 
statistical power. In some analyses, over- and underreporting were pooled into a single cate-
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gory for comparison with accurate reports. Still, the findings are suggestive and are meant to 
spur further research. 

The sample used here was of undergraduate students at an elite public Midwestern university.  
As such, findings are hardly generalizable to a national population or even to the larger popu-
lation of young adult Americans. Yet, this sample was good for testing the main hypothesis 
(see Brenner & DeLamater, 2013) and ideal for avoiding the self-selection bias that is inher-
ent in similar studies. All students in the sampling frame automatically have access to the 
campus recreation facilities without making the effort to join (and pay) for membership. Un-
like a sampling frame from a similar organization comprised of members of the general popu-
lation, (e.g., membership rolls at a YMCA or a for-profit fitness center), the sampling frame 
from the university registrar or bursar allows a frame of gym members (i.e., all students) 
without a self-selection bias. Nevertheless, future research should attempt to use a sampling 
frame from a more varied target population. 

The method itself has weaknesses that must be weighed, along with its benefits, before being 
employed. While this method may be well paired with some populations and research topics, 
like this one, there are other populations (e.g., older adults, employees whose workplaces dis-
allow cell phone use) and research topics (e.g., contranormative behavior, very brief focal 
activities) with which this method may not match.  Researchers should carefully consider the 
fit of this method, as they would any other method, with the details of a particular sampling 
design and research topic. 

Moreover, SMS may increase respondent burden compared to other chronological measure-
ment methods like a (once-a-day) time diary or ESM. While the in situ data collection of the 
SMS procedure has positive measurement properties, it requires a great deal of the respond-
ent’s time and effort. If matched with an appropriate population and research question, the 
texting procedure may make the data collection procedure more interesting and relevant for 
respondents, providing leverage to increase participation and decrease unit and item response 
(Groves, Singer, & Corning, 2000). However, if the method is poorly matched with the sur-
vey population and topic, data quality could be harmed. 

5 Conclusion 

A time use study was undertaken, adapting conventional time diary procedures to fit with the 
mode of data collection – SMS/text messaging.  Data collected using this novel mode were 
compared to that from a reverse record check from campus recreational sports facilities to 
validate the behavior of interest – physical exercise and activity. These comparisons suggest-
ed that these data were of high quality overall, with 80 percent of cases generating valid data 
on the variable of interest and the remaining cases equally distributed amongst over- and un-
derreporting, leaving the population estimate unbiased. 
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A cluster analysis using a set of six paradata indicators predicted nearly 80 percent of the cas-
es with misreported exercise. Moreover, testing the predictive validity of these paradata indi-
cators in a logistic regression model suggested that only two – the number of messages sent 
and the number of days the respondent sent text messages – are important for distinguishing 
between cases with valid and invalid data. This finding suggests that improvement to the 
measurement procedure (i.e., increasing the number of messages sent and ensuring that re-
spondents report on activities during all the days of the field period) may even further im-
prove data quality. 

The high quality of these data did not come at a steep price. Costs were limited to incentive 
payments – forty dollars per completed case. Notably, some of the suggestions made here to 
further increase data quality (e.g., using an HTTP-to-SMS service that allows automated re-
minders; increasing incentives to improve the response rate) would increase costs. Moreover, 
shifting to a general population may increase costs as respondents may either need to be fur-
nished with text-capable cellphones or reimbursed for their text messaging costs. Yet, even 
with these additional budget lines, this method could still be cost-effective compared to face-
to-face or telephone diary interviews. 

While not a tool for every population and research question, this method is clearly viable un-
der the right conditions. For an appropriate target population (e.g., one with near saturation of 
text-capable cellphones, like a college-age sample, young professionals, or teens, among oth-
ers), and with a suitable sampling frame that accommodates such a procedure, this method 
provides another tool in the survey researcher’s data collection kit. It allows researchers to use 
cellphones for data collection without the trouble and expense of providing equipment or spe-
cially designed applications to respondents. Moreover, the high rate of cellphone adoption in 
developing countries (in lieu of landlines) makes this method a possibility for data collection 
in areas where time use studies would otherwise necessitate personal interviews. 
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